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‭To Whom It May Concern:‬

‭We are researchers from Princeton University’s Center for Information Technology Policy‬
‭(CITP) writing to offer the following submission in response to the‬‭Request for Comment‬‭(RFC)‬
‭by the National Institute of Standards and Technology on draft guidelines for managing misuse‬
‭risk for dual-use foundation models (the “Guidelines”).‬‭1‬

‭We commend the U.S. AI Safety Institute for developing this framework to address the critical‬
‭issue of misuse risks in dual-use foundation models. We particularly appreciate the emphasis on‬
‭researcher access and transparency, which are crucial for fostering an open and collaborative‬
‭approach to AI safety.‬

‭At the same time, we believe there are several areas where the Guidelines could be strengthened‬
‭to address the evolving landscape of AI capabilities and potential threats. Our comments focus‬
‭on three main areas: 1) the risk analysis for model development should  include offensive AI‬
‭agents, 2) supplementing model red teaming with a focus on downstream attack surfaces, 3) the‬
‭approach to model release and deployment strategies should be revised with a focus on marginal‬
‭risk.‬

‭1. Offensive AI agents are an important category of risk that the Guidelines should address‬

‭While the current guidelines provide valuable insight into evaluating and safeguarding individual‬
‭AI models, we believe this focus does not capture the most likely range of potential misuse risks.‬

‭Many of the most significant real-world threats are likely to arise not from standalone models,‬
‭but from AI systems deployed in agentic settings — i.e., AI agents that can take actions and‬
‭interact with their environment over time.‬‭2‬
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‭For example, an AI system designed to autonomously find and exploit software vulnerabilities‬
‭poses very different risks compared to a language model that can generate text about hacking‬
‭techniques.‬‭3‬ ‭The agentic system can potentially discover novel attack vectors, adapt to defenses,‬
‭and execute multi-step attack chains without human intervention.‬‭4‬‭While independent third‬
‭parties are best placed for conducting evaluation on agents, there is an important role for model‬
‭developers to release standardized tooling and evaluations to measure misuse risk.‬

‭Therefore, we recommend expanding the scope of the guidelines for model developers to‬
‭explicitly consider offensive AI agents as part of safety testing and risk assessment.‬

‭Recommendations for model developers:‬

‭●‬ ‭Develop scenarios and testing frameworks for AI agents in domains like cybersecurity,‬
‭influence operations, and autonomous weapons systems.‬

‭●‬ ‭Assess how foundation models could be leveraged as components in more complex AI‬
‭systems and agents.‬

‭●‬ ‭Release agent testbeds to enable independent research (including comparison with other‬
‭models, models of lower capability, and open models, to assess the marginal risk of‬
‭releasing more capable models—see item 3 below for more.)‬

‭2. Red-team evaluations of models must be supplemented with efforts to detect misuse at‬
‭actual attack surfaces‬

‭The guidelines rightly emphasize the importance of third-party evaluation and testing. We agree‬
‭this is important for ensuring unbiased assessments.‬

‭However, we believe it's crucial to recognize that many of the most effective defenses against AI‬
‭misuse will need to be implemented at the "attack surface" — i.e., the downstream sites where‬
‭malicious actors would actually deploy AI-generated content or execute AI-aided attacks.‬

‭Model developers should share early access to models and tools to detect misuse easier to use‬
‭with downstream attack surfaces. While the document points out the importance of tracking‬
‭misuse across deployment vectors, we believe coordination with developers of downstream‬
‭attack surfaces is crucial for improving resilience to AI risk.‬‭5‬

‭Recommendations for model developers:‬

‭●‬ ‭Identify key attack surfaces across various domains. For example, the attack surface for‬
‭disinformation is typically a social media platform—that is where influence operators‬
‭seek to disseminate disinformation and persuade people. For security vulnerabilities, the‬
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‭attack surface may be software codebases in critical infrastructure. Model developers‬
‭should identify key attack surfaces for the main threats they identify.‬

‭●‬ ‭Develop best practices for hardening these attack surfaces against AI-enhanced threats.‬
‭This could involve creating a coordination framework with downstream actors to enable‬
‭information sharing about capabilities and risks that tilt the offense-defense balance in‬
‭favor of defenders. For example, model developers could provide early model access to‬
‭software developers in critical domains to help them find and fix security vulnerabilities.‬
‭Similarly, even if an API to detect watermarked text outputs from an LLM is not publicly‬
‭available, model developers can make it available to social media platforms to help detect‬
‭bots. While more sophisticated threat actors can use open-weight models, this would still‬
‭help detect bot-generated content from lower-resource actors across social media and‬
‭other online platforms.‬

‭3. Reassess the model deployment decision with a focus on marginal risk‬

‭We believe that the guidelines' attention to the mitigation of misuse risk before deployment‬
‭(objective 5) would be better served by a focus on the marginal risk of deploying models and‬
‭releasing model weights.‬‭6‬

‭Marginal risk refers to the incremental risk of deploying a model or releasing its weights‬‭over‬
‭and above‬‭the existing risk of already-released models as well as existing technology. For‬
‭example, to assess the biosecurity risks of language models, it is essential to compare them‬
‭against widely available existing technology such as information found via search engines and‬
‭Wikipedia.‬‭7‬

‭In addition, when deployed as part of offensive agents, gains in model capability might not be‬
‭required to achieve certain offensive attacks. Building task-specific improvements (such as‬
‭program verification for coding agents) and scaling inference compute‬‭8‬ ‭might lead to similar‬
‭increases in offensive capabilities as a new model generation.‬‭9‬

‭While the Guidelines offer guidance on comparing model capabilities to existing models, we‬
‭recommend a more nuanced approach based on assessing the marginal risk of deploying a model‬
‭or releasing its weights.‬

‭Recommendations for model developers:‬

‭●‬ ‭Develop frameworks to quantify marginal risk in various AI contexts. This would allow‬
‭developers to focus efforts on scenarios where the marginal risk is demonstrably high.‬
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‭●‬ ‭For cases where marginal risk of model release is low (for example, if existing closed or‬
‭open models are similarly risky when deployed as offensive agents or after scaling‬
‭inference compute), consider alternatives to delaying or halting model release, such as‬
‭coordinating with downstream attack surfaces and increasing societal resilience.‬

‭●‬ ‭Establish clear methodologies for comparing new AI capabilities to existing non-AI‬
‭methods for achieving similar outcomes. As more capable models are released openly,‬
‭regularly update marginal risk assessments.‬

‭Conclusion‬

‭The Guidelines represent an important step toward advancing AI safety that will be further‬
‭enhanced with our recommendations. We appreciate the opportunity to provide feedback. Please‬
‭do not hesitate to reach out if you have any questions or would like to discuss these ideas further.‬

‭Sincerely,‬

‭Sayash Kapoor‬
‭Researcher, Princeton Center for Information Technology Policy‬
‭Ph.D. Candidate, Princeton University‬

‭Mihir Kshirsagar‬
‭Technology Policy Clinic Lead, Center for Information Technology Policy‬
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‭Professor of Computer Science, Princeton University‬
‭Director, Princeton Center for Information Technology Policy‬

‭Benedikt Stroebl‬
‭Researcher, Princeton Center for Information Technology Policy‬
‭Ph.D. Student, Princeton University‬

‭4‬


