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Abstract 
Algorithmic decision-making and decision-support systems 
(ADS) are gaining influence over how society distributes re-
sources, administers justice, and provides access to opportuni-
ties. Yet collectively we do not adequately study how these sys-
tems affect people or document the actual or potential harms 
resulting from their integration with important social functions. 
This is a significant challenge for computational justice efforts 
of measuring and governing AI systems. Impact assessments are 
often used as instruments to create accountability relationships 
and grant some measure of agency and voice to communities 
affected by projects with environmental, financial, and human 
rights ramifications. Applying these tools—through Algorithmic 
Impact Assessments (AIA)—is a plausible way to establish ac-
countability relationships for ADSs. At the same time, what an 
AIA would entail remains under-specified; they raise as many 
questions as they answer. Choices about the methods, scope, 
and purpose of AIAs structure the conditions of possibility for 
AI governance. In this paper, we present our research on the 
history of impact assessments across diverse domains, through a 
sociotechnical lens, to present six observations on how they co-
constitute accountability. Decisions about what type of effects 
count as an impact; when impacts are assessed; whose interests 
are considered; who is invited to participate; who conducts the 
assessment; how assessments are made publicly available, and 
what the outputs of the assessment might be; all shape the forms 
of accountability that AIAs engender. Because AlAs are still an 
incipient governance strategy, approaching them as social con-
structions that do not require a single or universal approach 
offers a chance to produce interventions that emerge from care-
ful deliberation. 
 

 
This work is licensed under a Creative Commons Attribution-NoDerivs 
International 4.0 License.  

AIES ’21, May 19–21, 2021, Virtual Event, USA. 
© 2021 Copyright is held by the owner/author(s). 
ACM ISBN 978-1-4503-8473-5/21/05.  https://doi.org/10.1145/3461702.3462580  

 
CCS CONCEPTS • Social and professional topics → Com-
puting / technology policy; Technology audits; • Human-
centered computing → HCI design and evaluation methods 
 
KEYWORDS  
algorithmic impact assessment; impact; harm; accountability; 
governance 
 
ACM Reference Format: 
Elizabeth Anne Watkins, Emanuel Moss, Jacob Metcalf, Ranjit 
Singh, and Madeleine Clare Elish. 2021. Governing Algorithmic 
Systems with Impact Assessments: Six Observations. In Proceed-
ings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society 
(AIES’21) May 19–21, 2021, Virtual Event, USA. ACM, New York, 
NY, USA. https://doi.org/10.1145/3461702.3462580  
 

Introduction  
From government policy makers to company board rooms, the 
idea of implementing “algorithmic impact assessments” (AIAs) 
as a form of algorithmic accountability is gaining momentum. 
These assessments are seen as potentially useful for anticipat-
ing, avoiding, and mitigating the negative consequences of algo-
rithmic decision systems (ADS1) (Selbst 2017, Reisman et al. 
2018). Already, the EU has stipulated through its GDPR legisla-
tion, in addition to its other recent legislative efforts (Johnson 
2020), that in the interest of user rights, companies must provide 
privacy impact assessments upon request (Kaminski and Malgie-
ri 2019). The Canadian government now requires a checklist-
style version of algorithmic impact assessments for its agencies 
that use algorithms (Karlin and Corriveau 2018, Government of 
Canada 2019). Companies like Facebook and Google are com-
missioning human rights impact assessments to identify harms 

                                                 
1 For the purposes of this research, we will refer to algorithmic decision-
making and decision-support systems collectively as ADSs.  
* Research and writing was conducted primarily when the author was a 
Program Director at Data & Society Research Institute. 
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of their platforms and products (Warofka 2018, Allison-Hope et 
al. 2019). The Algorithmic Accountability Act, proposed in the 
US Congress in 2019, would require companies with large user-
bases to conduct impact assessments of their ADSs that affect 
certain sensitive domains of people’s lives (H.R. 2231 2019). 

 The term “algorithmic impact assessment” (AIA) has been 
used as an umbrella term, referring to a range of processes and 
documentation. It emerges within the context of an expanding 
toolbox of potential accountability processes, including algo-
rithmic audits, datasheets, “nutrition” labels, and model cards 
(Raji 2020, Gebru et al. 2018, Holland et al. 2018, Mitchell et al. 
2019). The general idea of an AIA is to document the develop-
ment and impact of an ADS, providing a point of leverage for 
mitigating potential harms to individuals and communities, par-
ticularly vulnerable individuals and communities.2 It certainly is 
a compelling intervention, but it leaves more questions than 
answers. What constitutes an assessment? An impact? An algo-
rithm? An ADS? Who gets to decide? Should algorithms used by 
private companies be subject to the same forms of accountability 
as those used by public institutions? What forms of accountabil-
ity are at stake?  
 Existing proposals for AIAs and related governance practices 
answer each of these questions differently. This is to be ex-
pected. There is not as of yet a clear coalescence of institutional, 
intellectual, regulatory, and judicial power around any particu-
lar vision of what an AIA is. This heterogeneity provides an 
important opportunity to critically shape the purpose and meth-
ods of AIAs in the future. 
 ADSs, which encompass machine learning and AI techniques, 
present unique and substantial challenges when it comes to 
assessing their impact on society. These include, but are not 
limited to, how these systems are built, how they relate to the 
data used to train and retrain them, and the power relationships 
between agencies and industries that operate ADSs, the complex 
role played by 3rd-party vendors, and how “users” and “the pub-
lic” are constituted (Cath 2018, Koene et al. 2019, Veale and 
Brass 2019, Mulligan and Bamberger 2019). The existing body of 
research on how to audit, investigate, and understand undesira-
ble and unexpected behaviors of such systems is currently grow-
ing, and is much needed. Moreover, there is a lack of empirical 
evidence and research to support how—or whether—AIA will 
become an effective, or even a desirable, governance mecha-
nism.3 A robust approach to AIAs will couple these ongoing 

                                                 
2 The Ada Lovelace Institute and Datakind UK have pointed out that 
algorithm auditing (i.e. how does the system function and is it accurately 
described?) despite being both more robustly fleshed-out (especially bias 
auditing) and having a narrower purview is often conflated with impact 
assessments (Ada Lovelace Institute and DataKindUK, 2020). 
3 Following the proposal of the Algorithmic Accountability Act, several 
organizations voiced their concerns about the legislative proposal. See, 
New, Joshua. 2019. “How to Fix the Algorithmic Accountability Act.” 
Center for Data Innovation: 
https://www.datainnovation.org/2019/09/how-to-fix-the-algorithmic-
accountability-act/; Barbanel, Jerry. 2019. “A look at the the proposed 
Algorithmic Accountability Act of 2019.” IAPP.org: 
https://iapp.org/news/a/a-look-at-the-proposed-algorithmic-

efforts with considerations around the range of social, techno-
logical, and legal entities implicated in its process. 
 If the goal is to develop new and stronger mechanisms of 
accountability for the cascading effects of ADSs, impact assess-
ments offer many opportunities. Rather than relying on slow-
moving legislatures to outline exactly what ADSs can and can-
not do, AIAs—whether mandated or directly administered by a 
responsible government agency—can set standards for evaluat-
ing the performance of such systems. It provides a means of 
accountability that tracks alongside the shift in power as it 
moves from lawmakers to agency personnel to those who per-
form impact assessments (Shapiro 1965, DeLong 1979, West 
2005). Impact assessments provide a basis for rational decision-
making between competing alternatives in the design of a de-
velopment project, where tradeoffs between potential upside 
benefits and downside impacts must be made (Steinemann 2001).  
 At the same time, the efficacy of impact assessments has been 
critiqued in the context of ADSs, as well as in other domains, 
including fiscal, privacy and environmental impact assessments 
(Mauer 2007, Kaminksi and Malgieri 2019).4 These critiques have 
focused on the role that impact assessments play in creating 
governance mechanisms that abet superficial self-regulation or 
the mere veneer of accountability (Waldman 2020, Mourey and 
Waldman 2020). 
 Can AIAs be effective governance and accountability mecha-
nisms for ADSs, and if so, how? Clearly, the motivation of im-
pact assessment is to identify, measure, balance, minimize, and 
mitigate harms; harms to people are at the heart of impact as-
sessment. Impact assessment is necessarily a form of institution-
al governance, prone to rendering questions of ethics and justice 
as compliance exercises. At the heart of potential AIA practices 
is a tension between the need to identify often invisible and 
disaggregated harms to protect populations, and the need to 
render these harms in formal language legible to institutions to 
act upon. We argue that the challenge at hand for AIAs is how 
to practically achieve legitimacy—through robust methods, 
cross-disciplinary expertise, and inclusive participatory struc-
tures—in bridging this tension.  
 As we argue below, and in greater depth elsewhere (Moss et 
al. 2021), the accountability relationship between an actor who 
builds and designs systems and a forum capable of demanding 
changes is central to operationalizing an impact assessment 

                                                                                 
accountability-act-of-2019/; Selbst, Andrew, Madeleine Clare Elish and 
Mark Latonero. “Accountable Algorithmic Futures.” Points. 
https://points.datasociety.net/building-empirical-research-into-the-
future-of-algorithmic-accountability-act-d230183bb826. 
4 See Taylor 1983 for a canonical study of how the NEPA environmental 
impact assessment process facilitates development projects despite 
foundational intentions to balance competing interests of environmen-
talists and federal agencies. See also Goldman, Michael. 2005 (Imperial 
Nature: The World Bank and Struggles for Social Justice in the Age of 
Globalization. Yale Agrarian Studies Series. New Haven, CT: Yale Uni-
versity Press) for a study of the World Bank’s use of an environmental 
impact assessment process to depoliticize international development and 
“greenwash” exploitative economic development projects in the devel-
oping world. 
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regime. How will harms be rendered as impacts, which actor 
will be responsible to report those impacts to which forum, who 
will have access to the forum, when will those impacts be as-
sessed, are all matters of how (and whether) an AIA regime is 
able to maintain legitimacy by adequately co-constructing as-
pects of institutional compliance to the very real harms that 
people experience from ADSs. In other words, the reality of 
impacts as an evaluative construct relies on the ability of institu-
tions to construct impacts well. Fortunately, as we will show in 
later sections, there are resources available for understanding 
how the constructedness of a shared object is entangled with the 
ethical obligation of assembling it.  
 As a contribution to the growing area of inquiry and action 
on how AIAs can be effectively assembled, we draw on our 
backgrounds in the social sciences and our experience studying 
and analyzing the consequences of ADSs to think through the 
recent history of impact assessment and identify lessons that 
might be learned for AIAs. We identify how an AIA process 
might reasonably reduce harms to individuals and groups and 
minimize disruptive impacts, while still producing useful and 
beneficial ADSs. We purposefully avoid making prescriptions 
here about the best way to assemble AIA processes, although we 
assume that the government as well as the private sector and 
civil society, will have key roles to play. To this end, we offer six 
observations on AIAs as instruments for assembling accounta-
bility:  
 
   What constitutes an impact is non-obvious.  
   Different types of impact come into focus depending on 

when an assessment occurs.  
   Public participation in an assessment process is not synon-

ymous with accountability to the public.  
   Impact assessments structure how institutions operate and 

interact.  
   Assessing impacts does not necessarily mean addressing 

harms.   
   Impact assessments ask us how the world might be other-

wise.  

Methods 
We conducted historical research on impact assessment regimes 
through a sociotechnical lens for this paper. We surveyed avail-
able materials in governance and legislation, such as bills, feder-
al agency guidelines and documents, impact statements, and EU 
documents. We also surveyed available critiques on these struc-
tures from legal and sociological disciplines. We then surveyed 
contemporary proposals around assessments for ADSs, includ-
ing methods for internal and independent audits and end-to-end 
frameworks. Throughout this research, we focused on how the 
constructedness of evaluative objects like impact assessments 
pragmatically relate to the material harms they were intended to 
assess. This focus led us to analyze how organizational com-

mensuration practices shape accountability relationships be-
tween institutions, technical systems, and social structures. 

Constituting Impact 

In this section, we describe several common features—that we 
have come to call constitutive components—of impact assess-
ments across diverse domains. In identifying these components, 
we found that how these components are assembled inevitably 
constitutes the efficacy of impact assessment as a tool for struc-
turing accountability relationships.  
 As evaluative constructs, impact assessments enable actors to 
identify and address harms. Harms, thus, are not identical to 
impacts; rather, impact assessment practices constitute “im-
pacts” as proxies for actual or potential harms. An impact as-
sessment regime configures certain systems as capable of caus-
ing impacts. It stabilizes abstract concepts (like rights, environ-
mental resources, or privacy) as tangible entities capable of be-
ing impacted in concrete and measurable ways. Impact assess-
ments, thus, materially instantiate social and political priorities 
about what is worthy of assessment and what types and levels 
of harms are tolerable. Therein lies a risk: when “impacts” are 
constructed as institutionally legible proxies for harms, what is 
ultimately documented and addressed as “impact” may be-
come distant from the actual (or potential) harms experienced 
by people. In other words, how impacts get constructed as rep-
resentations of harms has significant ethical stakes. 
 Furthermore, impacts are co-constructed (Bijker et al. 1987, 
Bijker 1995, Jasanoff 2004, Latour 2005, Lynch 2016) with the 
accountability relationships that structure responsibility for 
harms and their amelioration. The what of an impact is inextri-
cably tied to who is responsible for measuring and mitigating the 
impact. According to the definition of public accountability that 
commonly circulates in algorithmic accountability literatures, 
accountability within and between institutions is contingent on 
a five-part ecosystem: 1) an actor submitting a technical account 
of the impact of a system; 2) a forum that evaluates that account 
and can propose suitable changes to the system; 3) the struc-
tured relationship between the actor and the forum; 4) the crite-
ria for assessing impact, and 5) the consequences arising from 
these accounts (Bovens 2007, Wieringa 2020). Current and pro-
posed forms of AIAs vary widely in terms of who the accounta-
ble actors and fora should be, what the relationship between 
them should be, the criteria for assessment, and the relationship 
between assessments and the consequences arising therefrom.  
 Alongside the actors and the forum to establish accountabil-
ity, impact assessments share a number of other constitutive 
components outlined in Table 1 (Moss et al. 2021). While details 
vary, these components appear consistently across domains. We 
analyzed impact assessment processes across five domains: Hu-
man Rights Impact Assessment (HRIA), Data Protection Impact 
Assessment (DPIA), Fiscal Impact Assessment (FIA), Privacy 
Impact Assessment (PIA), and Environmental Impact Assess-
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ment (EIA) to identify these ten components. Every impact re-
gime is characterized by an assembly of these components. 
AIAs, thus, require a stable and common response to each of 
them to be effective governance mechanisms. 
 

Components Implications for governing with 

impact assessments 

Sources of  

Legitimacy 

IAs* can only be effective in establishing 
accountability relationships when they are 
legitimized either through  
legislation or within a set of norms that are 
officially recognized and publicly  
valued. Without a source of legitimacy, IAs 
may fail to provide a forum the power to 
impute responsibility  
to actors.    

Actors and  

Forum 

IAs are rooted in establishing an  
accountability relationship between  
actors that design, deploy, and operate a 
system and a forum that can allocate  
responsibility for potential consequences of 
such systems and demand changes in their 
design, deployment, and operation. 

Catalyzing 
Event 

Catalyzing events are triggers for  
conducting IAs. These can be  
mandated by law or solicited voluntarily at 
any stage of a system’s development life 
cycle. Such events can also manifest through 
on-the-ground harms from a system’s oper-
ation experienced at a scale that cannot be 
ignored. 

Time Frame Once an IA is triggered, time frame is the 
period often mandated through law or mu-
tual agreement between actors and the fo-
rum within which an IA must be conducted. 
Most IAs are performed ex ante, before de-
veloping a system, but they can also be done 
ex post as an  
investigation of what went wrong. 

Public  

Access 

The broader the public access to an IA’s pro-
cesses and documentation, the stronger is its 
potential to enact  
accountability. Public access is essential to 
achieving transparency in the  
accountability relationship between  
actors and the forum. 

Public  

Participation 

Public participation creates conditions for 
solicitation of feedback from the broadest 
possible set of stakeholders in a system. 
Such participation is a resource to expand 
the list of impacts assessed or to shape the 
design of a system. Who constitutes this 
public and how their participation is solicit-
ed are critical to the success of an IA.  

Method Methods are standardized techniques of 
evaluating and foreseeing how a system 
would operate in the real-world. For  

example, public consultation is a  
common method for IAs. Most IAs have a 
roster of well-developed techniques that can 
be applied to foresee the  
potential consequences of deploying a sys-
tem as impacts. 

Assessors An IA is conducted by assessors. The  
independence of assessors from the actor as 
well as the forum is crucial to how an IA 
identifies impacts, how those impacts relate 
to tangible harms, and how it acts as an 
accountability mechanism that avoids, min-
imizes, or mitigates such harms. 

Impacts Impacts are abstract and evaluative  
constructs that can act as proxies for harms 
produced through the deployment of a sys-
tem in the real-world. They  
enable the forum to identify and ameliorate 
potential harms, stipulate conditions for 
system operation, and thus, hold the  
actors accountable. 

Harms and 
Redress 

Harms are lived experiences of the  
adverse consequences of a system’s  
deployment and operation in the real-world. 
Some of these harms can be  
anticipated through IAs, others cannot be 
foreseen. Redress procedures must be devel-
oped to complement any harms identified 
through IA processes to secure justice. 

*IAs is an acronym for Impact Assessments 

Table 1: The Ten Constitutive Components of Impact  
Assessment (IA) Processes 

 The question at hand is which configuration of these compo-
nents for AIAs will effectively bridge the need to understand the 
actual harms experienced by people and the imperatives of insti-
tutions that must act to mitigate those harms. The harms of 
ADSs pose distinct challenges (as would any new domain for 
impact assessment). They are often dispersed, aggregate, and not 
easily anticipated: (1) they may happen at a distance and to a 
widely spread population (Keyes 2018, Selbst 2017, Hoffman 
2020), (2) be altered by the scale of the system or datasets (Han-
na and Park 2020), (3) be introduced through the manipulation 
of algorithmic parameters for experimental purposes, such as in 
social media newsfeeds (Tufekci 2015), (4) be brought about by 
the collision of algorithmic decision-making with unanticipated 
contextual social or technical parameters (Elish and Watkins 
2020), (5) be implicated in complex and new frames of moral and 
legal responsibility (Datta et al. 2018, Elish 2019, Keddell 2019), 
or (6) be the result of multiple layers of individually-managed 
ADSs (O’Brien 2020). Any legitimate algorithmic governance 
mechanism would need to address the breadth of possible harms 
that might arise through these means but doing so exceeds the 
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boundaries of how impact assessment regimes have typically 
grappled with harms.  
 We argue that recognition of the “constructedness” of im-
pacts can provide a generative pathway to bring them closer to 
representing material harms. Recognizing the socially construct-
ed character of impact assessment early in the development of a 
new assessment process offers a chance to produce interven-
tions that emerge from careful, politically engaged deliberation, 
which must include input from a diverse community of varying 
expertise. However, this “constructedness” also manifests its 
own challenges. In the following section, we lay out six observa-
tions on these challenges and the ethical concerns they raise in 
practice.  

Six Observations 
The constitutive components laid out in the previous section 
showcase the making of impacts as evaluative constructs in 
organizing the relations between actors and the forum. In opera-
tionalizing AIAs as mechanisms of governance, the way in 
which these components are accounted for and assembled 
shapes the nature of the accountability relations they produce. 
In this section, we make six observations on the ways in which 
practices of governance that rely on these constitutive compo-
nents may fail. While some of these observations seem to follow 
from an intuitive understanding of the common features of the 
history of impact assessments across domains, they all are deep-
ly consequential for empirically describing the ethics of deploy-
ing AIAs as a mechanism for governing ADSs. In using ‘empiri-
cally describing’, we draw on the work of Michael Lynch who 
coined the term ‘ethigraphy’ to argue for a descriptive focus on 
ethical decisions as they emerge in practice. ‘Ethigraphy’ is 
 

a kind of empirical ethics that examines how technological 
innovations provide conditions for ad hoc pursuit of political 
and ethical closure. Unlike the promise of classic ethics, the 
aim is not to repair ad hoc decisions with actions grounded in 
moral principles; instead, it is to investigate the circumscribed 
and circumstantial way moral agents handle novel conflicts 
and reconstitute natural and social orders. [...] ‘Ethics’ is not 
an isolated specialty, or a domain of pure normative princi-
ples remote from the give and take of historical conflict 
(Lynch 2001: 3). 

 
In making these observations, we do not mean to imply that the 
challenges they outline are traps that can be avoided in the pur-
suit of operationalizing AIA. The path to AIA does not go 
around them, rather it goes through them. As actors and the 
forum wrestle with the challenges posed by these observations, 
they produce ethics as and in practices (Ziewitz 2019) of govern-
ing ADSs through AIAs.  

What Constitutes an Impact is Non-Obvious 

There is no pre-existing or universal definition of an “impact” 
that can be applied in the context of an impact assessment be-
cause there is a central confounding question around delineating 
the boundaries of the impact to be assessed. “Impact” invokes a 
causal relationship: an action taken by an organization (or a 
system operated by such an organization) causes an effect in the 
world. Impacts are means to account for how organizations 
change an aspect of the world by making it otherwise. However, 
it is difficult to delineate such clear causal relationships for most 
phenomena of interest that need to be measured through im-
pacts. This inevitably raises the question: what can be identified 
as an impact resulting from one particular cause, and how can 
that cause be properly identified as having stemmed from a sys-
tem that an organization has control over? 
 These questions of delineating boundaries of impacts are 
most often directed by the contextual domain of the specific 
type of impact assessment. The impact of an undertaking is 
assessed by bounding the scope of the assessment itself to a 
particular right, domain, or resource. For example, PIAs examine 
impacts to privacy; HRIAs examine impacts to human rights; 
and EIAs assess impacts to the environment.  
 Delineating boundaries of the impacts of ADSs is difficult in 
comparison. The domain of operation of an ADS can become 
expansive over time and thus the domain of any given AIA 
could be similarly broad. One need to look no further than credit 
scores to sense just how expansive the set of impacts from an 
ADS may become. Despite being primarily an algorithmically-
generated metric engineered for the purpose of reselling tranch-
es of debt between financial institutions that is only loosely 
indexed to individuals’ financial trustworthiness, credit scores 
have exhibited considerable function creep. In a process called 
“off-label use,” scores are now being used for purposes far from 
credit worthiness, including to assess applications for housing 
and calculate insurance premiums (Rona-Tas 2017). What types 
of impacts can be reasonably attributed to ADSs, and not to 
other causes? In case an effect is determined to have multiple 
causes, how can an assessment attribute a reasonable degree of 
responsibility to those implementing an ADS? Impact may arise 
from the data used to train the model, from the algorithmic 
techniques and design specifications employed in the model, or 
from the context in which it is applied in the real world. Im-
portantly, the components of an ADS may be assembled from 
many different sources of data, using many different open and 
proprietary code bases, and be used in manners quite tangential 
to their original purposes. Many different parts of a company 
and/or users of a system may be implicated by different compo-
nents of an ADS. In thinking through AIAs, it is crucial to an-
swer questions about: (1) what counts as an impact; and (2) how 
those impacts might be measured and used for any sort of ra-
tional evaluation. 
 Since ADSs are complex and multi-causal, defining what 
counts as an impact is necessarily a project of prioritization, and 
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as such is a site of contestation shaped by social, economic, and 
political power. What constitutes an impact is not only non-
obvious but should also be understood as an essentially ethical 
choice, in which one set of concerns, events, or communities is 
prioritized over another.  
 There are no neutral endpoints in the power-laden process of 
identifying, measuring, formalizing, and accounting for impacts. 
Which impacts get assessed is ultimately the result of decisions 
on the assess-ability of a given impact. For instance, measuring 
the impact of a proposed development project to a city’s tax 
base is easier to quantify and evaluate compared to the project’s 
impact on a neighborhood’s feeling of cohesion and community. 
The list of impacts considered assess-able will remain incom-
plete, and thus assessments will always be partial. 

Different Types of Impact Comes into Focus  

Depending on When an Assessment Occurs 

Critical to unpacking what is an “impact” is attending to when 
that impact is assessed. The time when an impact assessment is 
conducted shapes how exhaustive the list of possible impacts of 
a system can be. While it is impossible to foresee all possible 
impacts of a system, the practice of anticipating them or ac-
counting for their causes depends on whether an impact is as-
sessed ex ante (before deployment) or ex post (after deployment).  
 When impacts are assessed ex ante, the assessment is an exer-
cise in predicting the risks and foreseeable consequences of a 
proposed system. Generally speaking, ex ante assessments are 
based on existing information like prior use cases, empirical 
measurements of the behavior of the system in testing environ-
ments, or narrative records of how the system was designed and 
iteratively developed.5 Environmental impact reports, data pro-
tection impact assessments, and fiscal impact assessments are 
based on ex ante assessments. In contrast, when impacts are 
assessed ex post, the assessment is an exercise in determining 
causality of the consequences of an already deployed system or 
speculating alternative outcomes in an imagined world where 
the system was not deployed. It is based on a record of infor-
mation that is primarily gained by following a system’s deploy-
ment. Generally speaking, this information might include field 
observations, interviews with stakeholders, or measurements of 
outcomes in the real world. Examples of impact assessments 
that use ex post assessments are supply chain assessments and 
human rights impact assessments. 
 On one hand, proponents of ex ante methods often argue that 
this approach creates invaluable opportunities to assess a project 
and accordingly modify design prior to its release. In the case of 
environmental impact assessments, for example, the public de-

                                                 
5 The prior knowledge necessary to anticipate, measure, and mitigate 
impacts is not without contention, as even baseline data about specific 
environmental quality measurements can be manipulated through the 
environmental impact assessment process. See Kinchy, Abby. 2020. 
“Contentious Baselining: The Politics of ‘Pre-Drilling’ Environmental 
Measures in Shale Gas Territory.” Environment and Planning E: Nature 
and Space 3 (1): 76–94. 

bates that occur before a development can begin are critical 
spaces to voice dissent. On the other hand, proponents of ex post 
approaches often argue that it is the impacts that we are least 
equipped to predict that are the ones that are likely to be most 
important to observe and assess. These impacts are likely only 
be knowable post facto, when a system has been deployed and 
integrated in specific social contexts. When and how an impact 
is assessed not only affects the types of impacts that can be as-
sessed, but also the kinds of processes that need to be estab-
lished for an assessment to produce organizational accountabil-
ity. Ex ante assessments ask what the anticipated impact of deci-
sions might likely be, while ex post assessments ask what would 
have happened had a different choice been made, and, by impli-
cation, is made going forward.  
 These two forms of assessments rest on differing theories of 
change, meet different organizational demands, and posit differ-
ent relationships between cause and effect. They differ in how 
they view, frame, and describe choices and impact. While ex post 
analyses imagine how an agency or business might intervene in 
an ongoing process, ex ante analyses ask assessors to imagine 
the potential rewards or risks at stake and must bracket away 
the difficulties of anticipating the outcomes in the real world 
(Bailey et al. 2002). Although the approaches can be complemen-
tary over the life cycle of a system, assessments are temporally 
bounded, and there are tradeoffs involved in choosing one ap-
proach over the other.  
 The distinction between ex ante and ex post assessments 
demonstrate that different types of impacts come into focus at 
various moments in any impact assessment process, and that 
impacts can only be artificially bounded. The impacts that are 
discernible at the design and specification phase of a project are 
different than the impacts that become visible in other phases, 
particularly for ADSs that continuously patch, update, and scale. 
For that reason, ex ante assessments may be most useful as a 
form of transparency for technical or historical records. Since 
algorithmic systems also need to be assessed in terms of how 
interpretable or explainable their outputs are to human users, 
having a record of choices made in design (ex ante) are prerequi-
sites for any forensic (ex post) investigation (Selbst and Barocas 
2018). To fully understand impacts that produce harm to people 
requires careful consideration about when it becomes possible to 
anticipate, detect, and mitigate such harms. 
 The logistical question of when an impact is assessed during 
an AIA lays the groundwork for considering the larger ethical 
question of when is an impact. An impact is not just an articula-
tion of a potential outcome with predefined attributes frozen in 
time—rather an outcome becomes an impact in practice, for 
someone, when it is connected to a form of assessment. An im-
pact is a potential outcome that emerges in practices of assess-
ment, connected to techniques of measurement and power rela-
tionships between the actors and the forum. As actionable ob-
jects that map the possible future(s) of ADSs, impacts forestalled 
are still impacts assessed. This way of approaching impacts, 
however, does not capture how impacts structure ambiguities of 
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relations between the actors and the forum. The ethics of impact 
assessment is not only a matter of building standardized tech-
niques of measuring impacts fairly and transparently, but also a 
matter of organizing relations. We explore this challenge in 
greater detail in our next observation.  

Impact Assessments Structure Interactions in 
and between Institutions 
Impact assessments bring different sets of organizations into 
formalized relationships with each other. These relationships 
have economic and political consequences.  For instance, the 
structures and relationships that are established also set the 
conditions for different types of accountability. Assessment 
statutes create frameworks within which policymakers and 
technical actors are constrained and empowered when it comes 
to the design and implementation of a particular system (Solow-
Niederman et al. 2019). Furthermore, some impact assessment 
regimes establish a public process by which different (often 
adversarial) actors, including the general public, are formally 
brought into dialogue. Other impact assessment regimes neces-
sitate ongoing interaction between actors in ways that establish 
more collaborative rather than adversarial modes of interaction.  
 According to Serge Taylor’s analysis of the Environmental 
Impact Assessment (EIA) process under the 1969 National Envi-
ronmental Protection Act (NEPA), the EIA process places envi-
ronmental advocacy organizations into an adversarial relation-
ship with project developers through formal bureaucratic proce-
dures within the Environmental Protection Agency (EPA) (Tay-
lor 1984). The EIA process places developers, bureaucrats, envi-
ronmental analysts, and advocacy organizations into a specific 
set of relations by requiring a proposed development plan be 
assessed by experts according to established guidelines before a 
project can move forward. The human rights impact assessment 
(HRIA) process, however, places institutions into vastly different 
relationships. Human rights experts are contracted by a corpo-
rate entity to produce an analysis of their business activities, 
and that analysis serves as a knowledge base from which that 
corporate actor may make voluntary choices to address potential 
human rights impacts within their control. 
 Different regimes of impact assessment, therefore, evoke 
specific forms of social and political power—between bureau-
crats, developers, and public advocates, or between businesses 
and those whose human rights are impacted by business activi-
ties—that must be properly interrogated to scope a new impact 
assessment process. Nevertheless, over time an impact assess-
ment regime can shift as new actors (agency departments, con-
sulting companies, professional roles) respond to the demand for 
the work needed to complete impact assessments. New econo-
mies of compliance are created, and new entities can arise to 
take on duties that were intended to be performed by others, as 
with environmental consulting firms for the EIA process. As 
decision-making power shifts, so too does the locus of power, 
and nature of accountability. For example, much of the meaning 

and intent of compliance can shift towards powerful actors, 
when firms gradually take on the work of compliance for them-
selves and are only required to attest to their self-regulation to 
an oversight agency. 
 The exercise of institutional power leads to questions about 
who exerts power over whom, what checks on that power can 
be exercised, where resistance to power can be located, and how 
abuses of power can be ameliorated. Given the tendency for 
compliance practices to trend towards self-regulation, and in the 
absence of structural arrangements between powerful institu-
tions that limit each other’s power, the questions of the organi-
zational values guiding impact assessment must be foreground-
ed. The onus of ethical behavior toward a broader public is 
placed squarely on private actors, who are often unaccountable 
to those who interact with their products. Oftentimes, this 
stands in stark contrast to the public interest, notions of a great-
er good, or even responsibility for harms that do not neatly fall 
under product liability standards. Therefore, accountability for 
organizations acting independently of other institutions remains 
attenuated.  
 In designing a new impact assessment process, particularly 
for AIAs, how relationships between organizations are struc-
tured is an important point of leverage that ought to be the sub-
ject of deliberation before formalizing them as a regulatory re-
quirement. The existing technological development process 
typically involves documentation, and adding impact assess-
ment-related specifications to existing documentation processes 
could be minimally disruptive, although this might differ be-
tween startups and more mature organizations. An important 
challenge for establishing accountability relationships in algo-
rithmic development processes is the modular configuration of 
these technologies in which components produced by one com-
pany might be used by another and sold to a third without clear 
lines of demarcation around who is responsible for which com-
ponents. Adding to this challenge, agile production methods 
exacerbate the problem of meaningfully stabilizing a system to 
conduct an AIA (Raji et al. 2020). Therefore, nailing down ac-
countability relationships will remain a moving target. Under-
standing how relationships have been structured by other types 
of impact assessment and documentation processes will be cru-
cial for deliberating over AIAs. 

Public Participation in an Assessment Process 
is Not Synonymous with Accountability to the 
Public 
Public participation is critical for democratic governance. In 
making rules for operation of federal agencies, it is a key mech-
anism for making the government more responsive and ac-
countable to the public (Rowe and Frewer 2000). In environmen-
tal decision making, for example, public participation plays a 
strong role in education and resolving issues of conflict and 
mistrust (Beierle and Cayford 2010). The commenting process, 
further, can change an agency’s course of action (Kochan 2017) 
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Additionally, the legitimacy of the impact assessment process 
depends on some degree of participation from a variety of 
stakeholders, including government agencies, private compa-
nies, consulting firms, and advocacy groups, as well as some 
definition of what constitutes “the public”.6  There have been 
similar calls for public participation in a wide range of AI policy 
documents “as a way to increase diversity, representation and 
equality in AI development and use” (Ulnicane et al. 2020). 
 However, not all forms of participation are equal. Different 
types of impact assessment mobilize different forms of represen-
tation and participation from respective constituencies through 
comment periods, focus groups, rapid assessments, or open 
meetings (Involve 2005, Fung 2015). How participation is defined 
or measured as “successful” are deeply contested issues (Rosener 
1978, Ulnicane et al. 2020). The involvement of “stakeholders” is 
often a key component of public participation. However, schol-
arship in stakeholder theory finds that “stakeholders” are identi-
fied differently across institutions, with disparate definitions 
contingent on a social group’s power to influence them, the 
legitimacy of a group’s relationship with them, and the urgency 
and recognition of a group’s claim (Mitchell et al. 1997). Efforts 
to bring stakeholders, however defined, together can engender 
new spaces of deliberation, collaboration, and empowerment 
(Young et al. 2019, Costanza-Chock 2020, Martin et al. 2020). 
However, they can also inadvertently flatten asymmetries in 
agency, power, voice, and vulnerability.  
 Moreover, despite the best of intentions, the relationship 
between public participation, transparency, and accountability, 
is far from straight-forward (Fox 2007). While critically im-
portant to a functioning and accountable democracy, public 
participation is not a panacea for the potential negative impacts 
of algorithmic systems, with recent scholarship calling attention 
to the risks of “participation-washing” in machine learning de-
velopment (Sloane et al. 2020). Poorly designed commenting 
procedures can be easily gamed by actors seeking to discredit 
their validity (Grimaldo 2018). A lack of rigor and reflexivity in 
organizing for participation risks the possibility that they: (1) 
become a performance of caring for those who might be impact-
ed, or (2) enroll vulnerable populations into harmful processes, 
or (3) make a community’s vulnerability legible to bad actors. 
 The ethics of using public participation as a resource to en-
courage deliberation over possible consequences of algorithmic 
systems must consider the possibility that a preoccupation with 
procedure may render other important aspects of involving the 
public invisible. Efforts to encourage public participation with-
out critical reflection on how they may also produce exploitative 
and extractive forms of community involvement can jeopardize 
public trust (Sloane et al. 2020). In terms of John Dewey’s prag-

                                                 
6 See Jonathan Poisner, A Civic Republican Perspective on the National 
Environmental Policy Act’s Process for Citizen Participation, 26 ENVTL. 
L. 53, 55 (1996) (“[C]itizen participation in the creation of NEPA-
mandated [EISs] has, in all likelihood, spawned the largest amount of 
citizen participation in environmental decision making over the last two  
decades.”). 

matist philosophy, “the prime difficulty [of organizing public 
participation] is that of discovering the means by which a scat-
tered, mobile and manifold public may so recognize itself as to 
define and express its interests” (Dewey 1927: 146). Publics need 
issues to gather around. For pragmatist philosophers, “the set-
tlement of public issues depends on institutional outsiders 
adopting and articulating those issues, and bringing them to the 
attention of institutions that are equipped to deal with them.” 
(Marres 2007: 775). Along these lines, ADSs have emerged as 
public issues through notable third-party audits that have driven 
attention to algorithmic harms and motivated increased adop-
tion of internal auditing mechanisms. Notable examples include 
ProPublica’s analysis of the Northpointe COMPAS recidivism 
prediction algorithm (led by Julia Angwin), the Gender Shades 
project’s analysis of race and gender bias in facial recognition 
APIs offered by multiple companies (led by Joy Buolamwini), 
and Virginia Eubanks’ account of algorithmic decision systems 
employed by social service agencies (Angwin et al. 2016, Buo-
lamwini and Gebru 2018, Eubanks 2018). However, it is not self-
evident that such third-party audits engender public involve-
ment in governing ADSs writ large, rather they point to the 
need for more attention to a broad range of events in which 
algorithmic harms become widespread issues of public concern. 
Analyzing such events must begin with the understanding that 
while there are occasional events when issues engender a public 
and widespread mobilization of resources to address them, in 
most cases this does not happen. Identifying these occasions and 
describing how they create unique affordances for public in-
volvement is a step towards achieving accountability of ADSs to 
the public. As we elaborate further in our next observation, 
these occasions can arise despite having impact assessment pro-
cedures in place. 

Assessing Impacts Does Not Necessarily Mean  
Addressing Harms 
An impact assessment itself does nothing to mitigate or directly 
address identified harms, although some assessment processes 
require mitigation of impacts to be explicitly documented. Ra-
ther, impact assessments provide information upon which other 
interventions or processes can build. Without identifying what 
impacts are, or what they are likely to be, it is impossible to 
mitigate harmful impacts, or govern a response to those im-
pacts—and ultimately, to hold responsible parties accountable 
for those impacts. For most extant impact assessment processes, 
a great deal of attention has been paid to methodologies that can 
provide a knowledge base on which properly empowered actors 
can engage in rational decision-making. What constitutes a ra-
tionale for decision-making in the context of particular impact 
assessment regimes is an extension of how a particular form of 
impact assessment is imagined to facilitate further decision-
making. Human rights impact assessments imagine corporate 
actors as willing to make changes to their business practices 
following an assessment and furthermore provide a mechanism 
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for remedy for individuals who have been harmed. EIAs imagine 
impacts to environmental resources can be anticipated in ad-
vance of a development project so that less impactful design 
choices can be made or mitigation efforts can be mandated. 
 In order to satisfy the sometimes-competing goals of develop-
ers, government agencies, and advocates to undertake projects 
while limiting harmful impacts, there are necessarily trade-offs 
between known impacts and the overall benefits of an undertak-
ing to society. Understanding how to assess the scope, scale, and 
depth of an impact will be necessary for understanding when a 
potential impact is acceptable, within the context of a given 
project. Understanding when a project must be altered or aban-
doned, and how to go about enforcing the needed changes, is 
crucial for any impact assessment process to fully realize ac-
countable governance centering those who are most likely to be 
impacted by development projects. 
 Similar to other forms of impact assessment, any rigorous 
AIA will likely detect harms that go unremedied, but the overall 
process should be able to facilitate robust, engaged, and trans-
parent decision-making around what the tradeoffs are between 
potential harms and likely benefits. The process through which 
harms are measured as impacts is an important component of 
the responsible development of ADSs but is ultimately in service 
of the pragmatic consequences of these systems on the world. It 
is in this calculation of tradeoffs that impact assessments can fall 
short of their promise to reduce harms and promote justice. 
Indeed, the discourse of cost-benefit analysis can justify diffuse 
benefits for many while excusing severe harms to a few. The 
impact assessment process itself can be a mechanism through 
which these machinations can be advanced by determining local 
harms are acceptable in the context of more widespread bene-
fits—a calculation that has led to inadequate attention on envi-
ronmental impacts to the minority-majority communities closest 
to unhealthy development projects (Cole 1992) and a failure to 
consider alternatives that would address historic environmental 
injustices (Bullard 1999).  

Impact Assessments Ask Us How the World 
Might Be Otherwise 
Impact assessments, by drawing attention to design choices and 
consequences, prompt a consideration of alternatives. They 
fundamentally rely on counterfactual reasoning: how might a 
resource be impacted if a project is undertaken, or a system 
implemented. Or, if considering an already deployed project or 
system: how did this project or system change the resource? By 
creating room for such alternatives in development cycles, im-
pact assessments can shape bureaucratic or corporate decision-
making, potentially leading to different and more thoughtful 
design choices.  
 Precisely because impact assessments have this counterfactu-
al component, they create an opportunity to reorganize power 
when the constitutive components are configured to accomplish 
it. Impact assessments have the potential to provide a lever of 

influence for figures who may not otherwise hold power to 
shape policy, whether by providing opportunities to contest a 
proposal in advance or creating records useful in litigation after 
torts occur. Impact assessments might be a means for such 
communities to highlight otherwise overlooked or unforeseen 
sets of causes and effects (“What is Impact Assessment?” 2014). 
This is the approach that motivated the creation of the National 
Environmental Protection Act (NEPA). Drafters of NEPA chose 
not to pursue traditional methods of reform, like introducing 
additional legislation or engaging in drawn out political battles 
over agency leadership, and instead hoped that requiring agen-
cies to make their environmental impacts transparent to the 
public would produce changes in how projects develop (Taylor 
1984, Cheney-Lippold 2011, Hutchinson et al. 2020, Mohamed et 
al. 2020). 
 This feature of impact assessments is resonant with a central, 
if often overlooked, ethical consequence of machine learning. 
The models at the core of an algorithmic system are functionally 
proposals for how the world ought to be, made concrete through 
deployment and integration of that system with existing sociotech-
nical arrangements. They promise, for example, more efficient 
allocation of state resources, better rates of disease diagnosis, 
and optimized traffic flows. As machine learning model devel-
opment moves from data lake to dataset, to sandbox, to produc-
tion model, to deployed inside a product, each step becomes 
both a more economically valuable abstraction and a hardened 
set of preferences about how the world should be. Theorists of 
AI/ML systems have approached this world-building capacity of 
predictive models from a variety of standpoints (Cheney-Lippold 
2011, Gebru et al. 2018, Mitchell et al. 2019, Eckersley 2019, 
Hutchinson et al. 2020, Mohamed et al. 2020, Raji et al. 2020), 
and many internal auditing mechanisms can be construed as 
methods for accounting how the engineering decisions behind a 
product may ultimately affect the world (Gebru et al. 2018, 
Mitchell et al. 2019, Hutchinson et al. 2020, Raji et al. 2020). Im-
pact assessments propose to make visible how the world might 
be changed by a specific project—algorithmic or otherwise.  
 This counterfactual process is where the ethical stakes of our 
other observations come together. Who gets to enter this space, 
whose interests must be formally considered, which expertise 
and whose epistemology is treated as relevant to knowing this 
world, and when the counterfactual is considered to be ade-
quately mapped are all sites of contestation and social power. 
Although AI systems have abstract mathematical constructs at 
their center, they create worlds that have actual consequences 
for people. AIAs, if constructed properly, can function as an 
obligation to comprehensively ask whether those worlds are 
desirable and for whom. 

Conclusion 
As policy makers and industry actors develop AI governance, it 
is crucial to remember that every governance structure will have 
benefits and drawbacks, and the devil is often in the proverbial 
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details. As we have outlined in these challenges, impact assess-
ments encompass a wide range of approaches, methodologies, 
and opportunities. There is no universal path to follow. These 
challenges also point us towards the need for empirical research 
and social-science methodologies to better inform that which 
assessments are intended to assess, as well as how assessment 
practices intersect with other social processes in particular con-
texts, from economic development to the administration of jus-
tice to the cultural significance of demographic categories. Do-
ing so would extend the original intention of an impact assess-
ment regime to introduce grounded, empirical science to policy 
decision making (Taylor 1984). 
 AIAs in particular hold many challenges. On one hand, the 
algorithmic development process already presents several steps 
that could serve as ready-made handles for an impact assess-
ment process to grab onto. Data collection design, data cleaning, 
model evaluation, and model deployment all represent moments 
when metadata relevant to the potential impacts of an ADS can 
be documented for the assessment process. These are also mo-
ments when interventions might be made to mitigate any poten-
tially harmful impacts prior to deployment. On the other hand, 
there remains a great deal of ambiguity around how impacts are 
defined (and by whom), how they are assessed (and by whom), 
and how this establishes or fails to establish robust forms of 
accountability. 
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