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ABSTRACT
Algorithmically mediated systems and tools are used by workers
across the globe. Many of these workers are in low-power posi-
tions, where they have little leverage to make demands around
transparency, explanation, or terms of use, yet, at the same time
rely deeply on these systems for many aspects of their jobs. This
tension between little power and high reliance drives the produc-
tion of intensive algorithmic imaginaries, where workers engage in
meaning-making to construct understandings of these systems. Yet,
there has been little attention paid to the diversity and ingenuity of
algorithmic understandings crafted by the workers. In this work-
shop, our goal is to bring together researchers and practitioners
from across disciplines to create a research agenda, compare vocab-
ularies, and discuss methodologies around this form of “folk trade-
craft.” This toolkit will help elicit insights into these phenomena
and ultimately build mechanisms by which the labor of algorithmic
meaning-making can be respected, understood, and leveraged for
system design.

CCS CONCEPTS
• Human-centered computing; Human computer interac-
tion (HCI); HCI theory, concepts and models; • Human-
centered computing; Human computer interaction (HCI);
HCI design and evaluation methods; User studies;
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1 BACKGROUND
The CHI community has begun to build a foundation to study the
strategies, tactics, and methods utilized by users of algorithmic and
AI-infused systems. There is burgeoning research on how algorith-
mic understandings from non-expert users hold implications for the
design of technological platforms such as recommender systems
[1], social media feeds [5, 8, 9], data-driven decision support in
medicine [6] and computer security [3, 17]. However, most of this
work has either focused on white-collar and professional workers,
or end consumers of these systems.

There has been little attention paid to the diversity of imagi-
naries [4], meaning-making [7], and ingenuity of understandings
crafted by the workers within algorithmically-mediated systems tra-
ditionally considered ‘low-power’ such as ridehail drivers, delivery
personnel, and micro-task workers. Contemporary studies [7, 12–
14, 16, 18] have found consistent evidence of these workers doing
their own forms of research to reverse engineer the algorithms,
including modifying their own behaviour to create a platform en-
vironment better optimized for the worker, ultimately producing
a form of “folk tradecraft” [19]. A concurrent discussion is also
developing, examining the processes underlying community-based
building of technical expertise among people who work on social-
media platforms, for example beauty vloggers’ “algorithmic gossip”
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[2]. The tension between low levels of power in these sociotechnical
systems (i.e., little leverage to demand explanation or determine
whether algorithmic tools are integrated into their work) and re-
liance on these systems (i.e. being in a position where they deeply
rely on these systems for every aspect of their jobs) drives the pro-
duction of intensive algorithmic imaginaries. We contend that this
cognitive labor of understanding algorithmic systems, and resulting
decisions around ad-hoc tactics, are skills that need to be respected,
understood, and leveraged into the design of platforms themselves
[10, 12].

This workshop focuses primarily on the imaginaries of low-
power workers in algorithmically mediated tech platforms and al-
gorithmic systems.While our concern is largely with tech platforms
and workers such as ride-hail drivers, delivery workers, micro-task
workers, and at-home healthcare workers, we are also concerned
with the invisible impacts these integrations have on low power
workers in other spaces, such as nurses[11] and grocery-store work-
ers [15]. At heart, our goal is to build a research agenda examining
how the integration of algorithms fosters a tension between low
levels of end worker power in these systems and workers’ extreme
reliance on these systems: the outcome of which is rich imagi-
native labor strategically deployed. Our focus is less on design
challenges for skilled professionals in specific work contexts or
human-automation collaboration where humans integrate algo-
rithmic outputs into complex existing workflows. We encourage
those interested in these arenas to seek out a complementary CHI
workshop, Automation Experience at the Workplace.

We welcome the chance to elevate the ways CHI community
talks about low-power workers who are managed by or engage with
algorithmic platforms, with the explicit goal of centering workers
and their agency. The aims of this workshop are to foster a cohe-
sive discourse across the siloes of sociology, organizational theory,
communications studies, anthropology, and HCI, and produce a
collection of perspectives on:

• Imaginations of what technology design would look like if it
respected worker agency and leveraged their understandings
of algorithmic underpinnings;

• New ways of framing the interactions between on-ground
algorithmically-mediated workers and the technological sys-
tem;

• Innovativemethodological breakthroughs which can provide
better insight into the ‘people’s research’ workers undertake,
their mental models of algorithmic systems and/or their
influence on how the platform functions.

2 ORGANIZERS
2.1 LINDSEY CAMERON
Lindsey is an assistant professor of management at the Wharton
School, University of Pennsylvania. Her research focuses on how
changes in the modern workplace (e.g., algorithms/machine learn-
ing, short-term employment contracts, variable pay) affect work and
workers. Her recent work examines how algorithms are fundamen-
tally reshaping the nature of managerial control and how workers
navigate this new workplace. Her work has been published in the
journals Organizational Behavior and Human Decision Process,
Annual Review of Organizational Psychology and Organizational

Behavior, and proceedings of the Association of Computing Ma-
chinery.

2.2 ANGÈLE CHRISTIN
Angèle Christin is an assistant professor in the Department of Com-
munication and affiliated faculty in the Sociology Department and
Program in Science, Technology, and Society at Stanford University.
She studies how algorithms and analytics transform professional
values, expertise, and work practices. Her book, Metrics at Work:
Journalism and the Contested Meaning of Algorithms (Princeton
University Press) focuses on the case of web journalism, analyzing
the growing importance of audience data in web newsrooms in
the U.S. and France. In a new project, she examines the paradoxes
of algorithmic labor through a study of influencers on YouTube,
Instagram, and TikTok. Angèle received her PhD in Sociology from
Princeton University and the EHESS (Paris). She is an affiliate at
the Data & Society Research Institute and a Visiting Researcher at
the Social Media Collective at Microsoft Research New England.

2.3 MICHAEL ANN DEVITO
Michael Ann DeVito (she/her) is an interdisciplinary so-
cial/behavioral scientist based in Human/Computer Interaction
and Social Computing. Currently a doctoral candidate in the Media,
Technology, and Society program at Northwestern University‘s
School of Communication, she is also a Cognitive Science special-
ist, and works as a graduate researcher in Northwestern’s Social
Media Lab. Her research centers around how humans adapt to the
complex algorithmically-driven systems that increasingly surround
us, including how we come to understand these systems, and how
they affect major social processes such as the formation and pre-
sentation of the self-concept. She has published extensively at CHI
and CSCW, among other venues.

2.4 TAWANNA DILLAHUNT
Tawanna Dillahunt, PhD. is an Associate Professor at the University
of Michigan’s School of Information and holds a courtesy appoint-
ment with the Electrical Engineering and Computer Science depart-
ments. Working at the intersection of human-computer interaction;
environmental, economic, and social sustainability; and equity, her
research investigates and implements technologies to support the
needs of populations who have been historically excluded or left
out. She and her team have developed digital employment tools that
address the needs of job seekers with limited digital literacy and
education; assessed real-time ridesharing and online grocery deliv-
ery applications among lower-income and transportation-scarce
groups, and proposed models for novice entrepreneurs to build
their technical capacity.

2.5 MADELEINE C. ELISH
Madeleine Clare Elish is a cultural anthropologist whose work
examines the social impacts of AI and automation on society. She
recently joined Google as a Senior Research Scientist working on
the Ethical AI team. Previously, she co-founded and led the AI on the
Ground Initiative at Data & Society Research Institute, which uses
social science research to inform future design, use, and governance
of AI systems. She has conducted field work across varied industries
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and communities, ranging from the Air Force, the driverless car
industry, and commercial aviation to precision agriculture and
emergency healthcare. Her research has been published and cited
in scholarly journals as well as publications including The New
York Times, Slate, The Guardian, Vice, and USA Today. She holds
a PhD in Anthropology from Columbia University and an S.M. in
Comparative Media Studies from MIT.

2.6 MARY GRAY
Mary L. Gray is a Senior Principal Researcher at Microsoft Research
as well as a Berkman Klein Center for Internet and Society Faculty
Associate at Harvard University. Mary also maintains a faculty posi-
tion in the School of Informatics, Computing, and Engineering with
affiliations in Anthropology and Gender Studies at Indiana Univer-
sity. Mary, an anthropologist and media scholar by training, focuses
on how everyday uses of technologies transform people’s lives. In
2020, Mary was named a MacArthur Fellow for her contributions
to anthropology and the study of technology, digital economies,
and society.

2.7 RIDA QADRI
Rida is a PhD Candidate in Urban Information Systems at Mas-
sachusetts Institute of Technology studying the domestication of
globalizing technologies in non-western urban spaces, with a fo-
cus on digitization of work. Her dissertation project uses the case
of mobility platform drivers in Jakarta to highlight the agentic al-
gorithmic understandings and strategies of resistance crafted by
gig workers. By showcasing the importance of market institutions,
worker knowledge and social relationships as a scaffolding for dig-
ital systems, her research directly lends itself to imagining more
inclusive and contextually appropriate forms of digital work. Re-
flecting her interdisciplinary interests, she has published in and
spoken at diverse conference proceedings such as Association of
Collegiate Schools of Planning (ACSP), Institute for Global Law and
Policy, International Conference on Computers in Urban Planning
and Urban Management (CUPUM), AAAI/ACM Conference on AI,
Ethics, and Society.

2.8 NOOPUR RAVAL
Noopur Raval is a postdoctoral research fellow at the AINow Insti-
tute at New York University (from Sept 2020) and a CTSP Fellow
at UC Berkeley (2020-21). She received her PhD in Informatics
from the University of California Irvine in September 2020. Her
dissertation titled ‘Platform Living – theorizing life, work and ethi-
cal enactments in the gig economy’ looked at work, consumption
and life experiences within gig platforms through ethnographic
research in Bengaluru (among other places). It also explored the
moral economy of the gig economy. She is also pursuing individual
and collaborative research on the deep histories of datafication
drawing on the histories and presents of post colonies. She was a
Technology, Law and Society Fellow (2017-18) at UC Irvine and is
an alumna of the Berkman-Klein Center for Internet & Society at
Harvard University (2016-17).

2.9 MELISSA VALENTINE
Melissa Valentine is an Assistant Professor of Management Sci-
ence at Stanford University, where she co-directs the Center for
Work, Technology, and Organization. Her research focuses on un-
derstanding how work and organizations are changing as a result
of crowdsourcing, data, and algorithms. She conducts in-depth
observational studies that detail how work, organizations, and tech-
nologies change over time. Melissa has received several best paper
awards for research and has been recognized with an NSF CAREER
award. Melissa holds a bachelor’s degree from Stanford University,
a master’s degree from NYU, and a Ph.D. from Harvard University.

2.10 ELIZABETH ANNEWATKINS
Elizabeth Anne Watkins is a Postdoctoral Research Associate at
the Princeton Center for Information Technology Policy, where
she studies AI’s impact on sociotechnical systems with a focus on
the workplace and usable security. She completed her doctorate at
Columbia University where she was trained as an organizational
sociologist in the field of Communications. She uses qualitative
methods to analyze how people interpret, negotiate, and strategize
around algorithmic tools in their work. She has published or pre-
sented at the conferences on Computer-Human Interaction (CHI),
Computer-Supported Cooperative Work (CSCW), Algorithmic Fair-
ness, Accountability, and Transparency (FAccT), and the annual
meetings of the Academy of Management (AOM), and the Society
for the Social Studies of Science (4S). She holds a Master of Science
fromMIT and is an affiliate at the Data & Society Research Institute.

3 WEBSITE:
TBD pending acceptance.

4 PRE-WORKSHOP PLANS
Organizers have active engagement in Twitter and Slack commu-
nities of HCI, sociology and critical data studies scholars. We also
plan on circulating the CFP on mailing lists including AOIR (Asso-
ciation of Internet Researchers), AFOG (Algorithmic Fairness and
Opacity Group), WAIM (Work in the Age of Intelligent Machines
Coordination Group).

5 WORKSHOP STRUCTURE
This one-day workshop will comprise a series of moderated dis-
cussions and small group brainstorming sessions around themes
generated from participants position papers. The end goal would be
to cultivate recommendations around theoretical, methodological
and design interventions that can be made to respect the algorith-
mic imaginations of those who labor. We will limit the workshop
participants to 15 not including the organizers. Before the workshop
we will survey the participants regarding any suggested themes
they wish to share and the types of engagements they want to have,
to better divide them into breakout rooms. We will also survey
all participants on their ideal and less-than-ideal timeslots, to ac-
commodate participants across time zones. All sessions will take
place on one organizers’ institutional Zoom account, with a dedi-
cated, concurrent Slack channel for all sessions, where participants
can interact asynchronously. Recognizing the fatigue which can
accompany virtual events, the last two sessions will be optional.



CHI ’21 Extended Abstracts, May 08–13, 2021, Yokohama, Japan Lindsey Cameron et al.

5.1 Mapping Themes
• Given the diverse range of expertise represented by our
organizers, we will conduct two one-hour panel discussions
around the key themes which have emerged from participant
position papers. This panels will feature Lindsey Cameron,
Madeleine C. Elish, Mary L. Gray, Melissa Valentine, and
Angèle Christin.

5.2 Brainstorming Interventions
• 40 minutes breakout session where participants are divided
into thematic groups based on position papers to produce
interventions to share with the group;

• Each group will have one organizer function as moderators;

5.3 Generating Recommendations
• 15-20 minute presentation from each group to share recom-
mendations emerged from their discussions.

• Generate a working document in end of the workshop syn-
thesizing the recommendations for theory, method and de-
sign which have emerged from the brainstorming session
and group discussion;

• This document will become a position paper and proposal
for a special issue or anthology in a book series.

6 POST-WORKSHOP PLANS
Sustained coordination and community-building are central goals
of this workshop, in particular because we anticipate participants
will hail from different disciplinary homes. We will create either
a specialized mailing list or Slack group to keep participants in
communication with each other and to facilitate a concrete out-
put from this workshop. Some of these outputs will be intangible,
including a reading list and cohesive working group to foster con-
tinued collaboration. Tangible outputs will include either an edited
volume or anthology from a university press, or a special issue of a
relevant journal, a compilation of theoretical, methodological and
design-focused recommendations, or some combination of these
outputs.

7 CFP
“This Seems to Work”: Designing Technological Systems with The
Algorithmic Imaginations of Those Who Labor is a one day work-
shop to be held during CHI 2021. New scholarship has hinted at the
ingenuity of workers’ mental models of algorithmic systems, espe-
cially those traditionally considered ‘low-skilled’ such as ridehail
drivers, delivery personnel, and micro-task workers. This workshop
asks how we can respect and leverage this labor of understanding
algorithmic systems and the ad-hoc creation of subsequent tactics?

While this workshop invites conversation around any profession-
als who interact with opaque technological systems, we welcome
papers which elevate how the CHI community talks about low-
power workers managed by or engaging with algorithmic/digital
platforms, with the goal of centering workers and their agency.

We invite position papers, from a range of disciplines, which
discuss:

Table 1: Workshop Schedule: Sunday, May 9

Time Activity
11:00 ET Welcome and organizer introductions
11:10 Panel Discussion 1, Mapping Themes
12:10 Break
12:25 Breakout Session (synchronous in

Zoom): Presentations chaired by
Organizer A
Breakout Session (asynchronous in
Slack): Presentations chaired by
Organizer B

12:55 Main Room Session: Brainstorming
Interventions chaired by Organizer C

13:20 Break
13:50 Panel Discussion 2, Mapping Themes
14:50 Breakout Session*: Generating

Recommendations; Theory chaired by
Organizer A
Breakout Session*: Generating
Recommendations; Methods chaired by
Organizer B
Breakout Session*: Generating
Recommendations; Design chaired by
Organizer C

14:20 Networking Breakout Session (optional)
14:40 Break
15:00 – 16:45 ET Main Room Session: Next Steps;

Intangible and Tangible Outputs
(optional)

• Imaginations of what technology design would look like if
it leveraged workers understandings of algorithmic under-
pinnings;

• Newways of framing interactions between on-the-ground al-
gorithmically mediated workers and technological systems;

• Innovativemethodological breakthroughs which can provide
insight into the ‘people’s research’ workers undertake, i.e.
cognitive labor, sensemaking, or algorithmic imaginaries,
and/or their influence on platform functions.

Papers will be evaluated based on their fit with the workshop
theme. At least one author of an accepted paper must attend the
workshop and all participants must register for both the workshop
and at least one day of the conference. Interested participants should
email papers up to 4 pages in length in the CHI extended abstract
format to thosewholabor@gmail.com no later than February 21
2021 AOE.
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